
Variational Bayesian Deep Learn-ing for Model Predictive Control
Description
Model predictive control (MPC) with learned dynamics models is a popular approachto model-based reinforcement learning. Several recent works (e.g., [1]) emphasizethe importance of capturing model uncertainty of the learned dynamics. There aremultiple approaches to this, all relying on a Bayesian formulation of the learningproblem. On the one hand, variational inference approaches have been used to learnGaussian approximations of the true posterior over parameters. On the other hand,using an ensemble of several neural networks has also proven to be effective. Infact, recent work [2] argues that a combination of both yields the best results.

(a) The benefits of variational ensemblesfor Bayesian deep learning [2]. (b) Schematic overview of a modelpredictive control control approach [1].
This thesis aims at evaluating several variational approaches for Bayesian deeplearning in the context of dynamics learning for MPC. The approaches should beevaluated using a single variational approximation as well as ensembles of them.Tasks

• Get to know and implement several approaches for variational Bayesian deeplearning,• Evaluate and compare the approaches for learning dynamics models for MPCon a set of benchmarks.Qualifications
• Background in Computer Science, Mathematics, Physics, or similar,• Good mathematical understanding,• Experience with programming in Python (PyTorch is a plus).References
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