Tackling Offline Reinforcement Learning by Model Learning

Description

Many recent successes of Deep Learning techniques are enabled by an abundance of data, such as text, which is available in a virtually unlimited amount via the internet. The goal of offline Reinforcement Learning (RL) [3] is to facilitate data, which was previously collected by any agent, to learn an RL agent without interaction with the environment. One possible approach to this problem is learning a world model, i.e., a model of the environment the agent is supposed to act in. Such a model can then be used for planning and control. This approach is also the underlying paradigm of Model-Based Reinforcement-Learning (MBRL), which, however, assumes the classical online RL setting of an agent that interactively collects new data. Here we are going to investigate how we can use offline data for this instead.

Here we are going to investigate how recent MBRL approaches [2] can be used to learn world models from offline data. The key challenge is obtaining models that are still well suited for planning and control and we will investigate how to include common offline RL wisdom into the approaches to improve their performance in the offline RL setting.

Tasks

- Get familiar with the general ideas behind offline and model-based RL, as well as, the particular MBRL methods used.
- Evaluate the usage of MBRL methods for recent offline RL benchmarks [1].
- Include common ideas from offline RL into the approach to get an approach that’s better tailored to the challenges of offline RL.
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