Efficient Gradient-Based Variational Inference with GMMs

Description

In this project, we want to develop a new efficient algorithm for variational inference [2]. In variational inference, we want to approximate an intractable target distribution (often given as a posterior distribution) with a tractable model distribution. Applications of variational inference include learning of posterior distributions in deep neural networks [3] as well as posterior distribution over hyper-parameters of other machine learning representations. A common choice for tractable models that are still very flexible are Gaussian mixture models (GMMs). We will extend an algorithm for learning such GMM representations that have been recently developed by our group [1]. The original algorithm is only applicable in the blackbox setup, i.e., where no gradient of the target distribution is available. We will extend this algorithm to also utilize this gradient information which again should considerably increase its speed and scalability. We will apply the resulting algorithm to small-size neural network problems or robot planning problems.

Tasks

The tasks in this project will involve:

- Familiarize with original algorithm and implementation: You need to study the VIPS algorithm [1] and the corresponding background material on variational inference. Get used with the existing, highly optimized c++ implementation.
- Extend algorithm with gradient information. The VIPS algorithms needs to be extended such that gradient information can be exploited for the surrogate computation. Moreover, we can improve efficiency of the surrogate by the use of recursive estimation techniques. The existing implementation needs to be extended such that it can take gradients from pytorch.
- Benchmarking and comparisons. The new algorithm needs to be tested and evaluated on multiple machine learning problems such as posterior estimation for deep neural networks and compared against existing methods [3].
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